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در ارزیابی ژنومیتنظیم و کاربرد الگوریتم جنگل تصادفی

4اردشیر نجاتی جوارمیو3، محمود هنرور2، قدرت رحیمی میانجی1فرهاد غفوري کسبی

چکیده
هاي روشاخیراً . ها و ارزیابی ژنومی استنشانگرورد اثر آبربرايیکی از مباحث مهم در انتخاب ژنومی، استفاده از روشی مناسب 

ها الگوریتم جنگلکی از این روشی. اندژنومی شدهارزیابیواردپارامتري غیرخطی هستند ناهاي که جزو روش1یادگیري ماشین
به ترتیب جنگل تصادفی در الگوریتم ي مهمرامترهااپ. تمرکز شده استماین روش نحوه تنظیمکه این تحقیق روياست2تصادفی
هاآنبراي بهتر استد که نباشمی5پایانیهايگرهاندازهحداقلو4تعداد درخت،3خاب شده در هر گره درختانتتعداد متغیراهمیت، 

نشانگر تک 10000کروموزومی متشکل از 5ژنومی .دشو6تنظیمهابراي این پارامترمقدار مناسبی تعیین شود و در اصطلاح مدل
تعداد متغیر انتخاب شده در ازمختلفترکیباتکارایی ،سازي شد و در ادامهههریک به طول یک مورگان شبی7نوکلئوتیدي دوآللی

و بهترین قرار گرفتهآزمونمورد سازي شدهقالب جمعیت شبیهدرهاي پایانیهر گره درخت، تعداد درخت و حداقل اندازه گره
هاي براي داده. قرار گرفتاستفادهموردلاعاتتجزیه و تحلیل اطبرايو انتخاب 8خطاي خارج از کیسهپارامتربر اساسترکیب

ژنومیهاي اصلاحیبینی ارزشچنین حداکثر صحت پیشو همخطاي خارج از کیسه ین مقدار کمتر،سازي شده در این مطالعهشبیه
.بود5برابر هاي پایانی ه گرهحداقل اندازو 1000برابر تعداد درخت،6000برابر تعداد متغیر انتخاب در هر گره درخت مدلی با مربوط به 

استفادهدرخت يبیشتراز تعداد هایی کهدر آنبینی نشدند بلکهپارامتر نه تنها منجر به افزایش صحت پیشسهاز این بقیه ترکیبات 
تابعی از تصادفی جنگل الگوریتم بینیصحت پیشکهاینبا توجه به . یافتافزایش نیزمدت زمان لازم براي انجام محاسبات ،شده بود

این است ترکیبات مختلفی از لازماست، هاي پایانی تعداد متغیر انتخاب شده در هر گره درخت، تعداد درخت و حداقل اندازه گره
. دشواستفادهژنومی ارزیابی برايانتخاب شده وبینی پیشعملکردحداکثر بهینه با مورد استفاده قرار گیرد و ترکیبپارامترها

هاي اصلاحی، ارزشنوکلئوتیديتصادفی، درخت، نشانگر تکژنومی، جنگلارزیابی: ي کلیديهاهواژ

مقدمه
اصلاحگرانمعمولاً،دامنژاداصلاحرایجهايروشدر

چنداننهانعکاسی(فنوتیپیمقادیرمبنايبرراانتخابیا
ثبتطریقازکهاینیاودهندمیانجام) ژنوتیپازدقیق

اطلاعاتاینتحلیلوتجزیهوحیواناتفنوتیپوجرهش
در9خطینااریببینیپیشبهترینویژگیازاستفادهبا

بروکردهبینیپیشرااصلاحیهايارزشدام،مدلقالب
اجازههاآنبهونمودهانتخابرابرترحیواناتآناساس
درراژنتیکیبهبودعملاینانجامباودهندمیمثلتولید
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معماريآندروبودهفنوتیپیاطلاعاتازاستفادهپایه
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قرندومنیمهدرروشهمیناماشدنمیگرفتهنظردر
اهلیهايداماقتصاديصفاتدرگیريچشمبهبودبیستم
صفاتبرايروشاینکاربردحالهربه.)13(کردایجاد

صفاتجنس،بهمحدودصفاتپایین،پذیريوراثتبا

مشکلآنهاگیرياندازهکهصفاتیوماندگاريبهمربوط
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باراانتخابیندآفروگرفتهفاصلهحیوانفنوتیپازتاشد
بیشترهرچهشدهتولیدژنتیکیاطلاعاتازگرفتنکمک
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توالی،کردفراهمژنومیانتخابایدهارائهبرايرازمینه
DNAنشانگرهزارانشناساییامکانکهبودگاوژنومیابی

تکتنوعیا) SNP(نوکلئوتیديتکچندشکلیشکلبه
ژنومیانتخاباگرچه. نمودفراهمرا) SNV(10نوکلئوتیدي

اینواستخوردهگره) 16(همکارانومیوسننامبا
ریاضیاصولوژنومیانتخابچهارچوبمحققین

دادند،توسعهراژنومیاصلاحیهايارزشبینیپیش
نجاتیاز سويترقبلسالچندژنومیبینیپیشمفهوم

دنیايبه) 24(هالیوویشرو) 19(همکارانوجوارمی

)farhad_ghy@yahoo.com: ولونویسنده مس(، علوم کشاورزي و منابع طبیعی ساريدانشجوي دکتري، دانشگاه -1
علوم کشاورزي و منابع طبیعی ساريدانشگاه ،استاد-2

قدس، کرجاستادیار گروه علوم دامی، دانشگاه آزاد اسلامی واحد شهر-3
دانشیار، پردیس کشاورزي دانشگاه تهران-4

30/6/93: تاریخ پذیرش8/4/93: تاریخ دریافت

1- Machine Learning 2- Random Forest, RF 3- Mtry
4- Ntree 5- Nodesize 6- Tune
7- Single Nucleotide Polymorphism (SNP) 8- Out Of Bag Error (OOB Error) 9- Best Linear Unbiased Prediction
10- Single Nucleotide Variation

دانشگاه علوم کشاورزي و منابع طبیعی ساري
هاي تولیدات دامیپژوهش
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انبوهبودندسترسدر.بودشدهوارددامنژاداصلاح
SNPهايوريآفنودهندمیپوششراژنومکلکهها
شایانیکمکژنومیانتخابتوسعهبهژنوتیپتعیینسریع
براي800000SNPهايپنل2012سالتا. استکرده

اینرودمیانتظارکه) 9(شددادهتوسعهشیريگاوهاي
کلکهبرسدSNPمیلیونسهبهدر آینده نزدیکتعداد
SNPازیکی). 14(داشتخواهدبردرراگاوژنومهاي

اثربرآوردثبحاستمطرحژنومیانتخابدرکهمسائلی
برايمختلفیهايروشاساساینبر. استهانشانگر
هايروشبامشابه.اندیافتهتوسعههانشانگراثربرآورد
مدلانفرادي،مدلمانندفنوتیپیاطلاعاتبرمبتنی
مدلومتغیرهچندومتغیرهتکداممدلپدري،

دراصلاحیارزشبینیپیشصحتکهتصادفیرگرسیون
هايروشبینیپیشصحت،رسدبه نظر میتفاوتمآنها

نیزژنومیهاي اصلاحی ارزشبینیپیشبرايشدهابداع
رويپیشاصلیچالشلهمسأاینونبودهیکسان

بیان ) 20(نوِس و همکاران . استژنومیانتخابمطالعات
تقریباً یکسانی عملکردنمودند که یک روش خوب باید 

اشد، از نظر محاسباتی زیاد براي صفات مختلف داشته ب
بر نباشد و در ضمن اریبی کم و صحت پیچیده و زمان

.بینی بالا داشته باشدپیش
انتخابمباحثبهماشینیادگیريهايروشاخیراً

ازايشاخهماشین،یادگیريمقوله. اندشدهواردژنومی
هاییماشینبهدستیابیآنهدفکهاستمصنوعیهوش
محیطاز) یادگیري(دانشاستخراجهبقادرکهاست
ازاستعبارتماشینیادگیريتعریفبنابر. باشندمی
تجربهطریقازکهنوشتايبرنامهتوانمیچگونهکهاین

وتصحیحمرحلههردرراخودعملکردوکردهیادگیري
درتغییراتیبتواندکهگیردمییادزمانیماشین. کندبهتر

،بنابراینوکندایجاداطلاعاتشیااشهبرنامساختارش،
ایجاداشآیندهعملکرددرمثبتتغییراتیتارودمیانتظار
درEتجربهازکامپیوتريبرنامهیکگوییممی). 21(شود
درآنعملکرداگراستدادهانجامیادگیريTکارمورد

پیدابهبودتجربهاینازپسPمعیارباگیرياندازهصورت
یادگیري ماشین در هاياگرچه استفاده از الگوریتم.کند

، 11،17(شود به چند سال اخیر محدود میارزیابی ژنومی
تري در مباحث ها سابقه طولانی، این الگوریتم)22

هاي یکی از مزیت). 6،7(بیوانفورماتیک و پزشکی دارند 
ها در تجزیه هاي یادگیري ماشین توانایی آنکلیدي روش

در آینده . باشدهاي با ابعاد بسیار بالا میلیل دادهو تح
یپی با و با در دسترس بودن اطلاعات ژنوتنزدیک 

یابی ژنومی با حجم بسیار بالا، ابعاد بالا و یا اطلاعات توالی
هاي رایج به چالش کشیده هاي روشجایی که قابلیت

ها به خوبی از عهده تجزیه و تحلیل خواهد شد، این روش
در ضمن استخراج روابط . هایی بر خواهند آمدین دادهچن

نیز نشانگرهاپیچیده بین متغیرها مانند اثرات متقابل بین 
این اثرات . ها استهاي مطلوب این روشاز دیگر مزیت

قابل ژنومیهاي هاي رایج در ارزیابیروشاز طریقمتقابل 
هاي مطلوب،به دلیل این ویژگی). 22(استخراج نیستند 
مبحث ارزیابی هاي یادگیري ماشین در استفاده از روش

. روز به روز در حال گسترش استژنومی
هاي یادگیري ماشین جنگل تصادفی یکی از روش

هاي مختلف علوم به طور موفقیت آمیز است که در عرصه
طور که از اسم این همان.مورد استفاده قرار گرفته است

وش مجموعه یا جنگلی از آید در این رالگوریتم بر می
،1هر درخت از ریشه. گیرددرختان مورد استفاده قرار می

اي از مجموعه. تشکیل شده است3هاو برگ2هاگره
بردار ژنوتیپی xiجا که در اینxi,yi}{هاي آموزشی مثال

با فرض دو کلاس سالم و (فنوتیپ آن استyiهر حیوان و 
خت مورد استفاده قرار براي آموزش هر در)yبیمار براي 

حیوان (گیرد که یک مثال جدید گیرد و درخت یاد میمی
) yiفاقد اطلاعات فنوتیپی اماxiداراي اطلاعات ژنوتیپی

فنوتیپی دسته به کدام ) xi(بر اساس اطلاعات ژنوتیپی 
نتایجتفسیربرايازدرختیهايروشاگرچه. تعلق دارد

میزان،مثالبراي؛دارندزهایی نیمحدودیتامابودهساده
بادرختیبهمنجرآموزشیهايدادهدرآشفتگیاندکی
هايمدلبرايایناز.شدخواهدمتفاوتیکاملاًمدل

بااطلاعاتبرايضمندر. نیستندثباتباچنداندرختی
مطالعاتازحاصلاطلاعاتمانندبالابسیارابعادوحجم

تواندنمیادهسمدلیک،GWAS(4(پویش ژنومی 
یک. دهدپوششرااطلاعاتدرموجودهايپیچیدگی
جنگلازاستفادهنقائصایننمودنبرطرفبراياستراتژي

که به روش جنگل تصادفی استهادرختازتجمعییا
رابینیپیشوبنديطبقهصحتکاراین. مشهور است

مطلوبخصوصیاتبقیهکهحالیدردادخواهدافزایش
).8(شدخواهدحفظنتایجتفسیرسادگیمثلختدریک

ین بحثی تحت عنوان هاي یادگیري ماشدر مورد روش
اهمیت است مانند وجود دارد که بسیار حائزتنظیم کردن 

را عملکردماشینی که نیاز به تنظیم موتور دارد تا بهترین 
روشتنظیمثیرگی تأدر این تحقیق چگون. داشته باشد

هاي بینی ارزشآن در پیشعملکردبرجنگل تصادفی 
.گرفته استقرار مورد بررسیژنومیاصلاحی 

1- Root 2- Node 3- Leaf 4- Genome Wide Association Study
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هامواد و روش
سازي جمعیتشبیه

ژنومی ) hypred)23با استفاده از بسته نرم افزاري 
مورگان 1کروموزوم هر یک به طول 5متشکل از 

نشانگر تک 10000که روي آن شدسازي شبیه
به 5/0فراوانی اولیه یکسان با) SNP(نوکلئوتیدي دو آللی 

در .ندبه طور یکنواخت پخش شد1000QTL1همراه
از سه توزیع نرمال، ارزیابی ژنومیسازيشبیهمطالعات

موثر بر QTLسازي توزیع اثرات مدلبرايیکنواخت و گاما 
که معمولاً نتایج ارزیابی ژنومی در شوداستفاده میصفات 

ابر است و از این نظر توزیع نرمال هر سه حالت تقریباً بر
. )1(حد وسط دو توزیع دیگر است 

این QTLدر تحقیق حاضر فرض اولیه از توزیع اثرات 
بنابراین . کنندبود که این اثرات از توزیع نرمال پیروي می

ها با استفاده از توزیع نرمال استاندارد QTLاثر جایگزینی 
به در ضمن. ازي شدسمدل) 1با میانگین صفر و واریانس (

ها QTLبراي )3،8،11،22(طور مشابه با تحقیقات دیگر 
اثرات ژنتیکی افزایشی منظور شد و از اثرات غالبیت و 

3/0پذیري صفت به میزان وراثت. شدنظر اپیستازي صرف
در نظر گرفته شد و از فنوتیپ تصحیح شده به عنوان 

با SNPیگاه به هر جا. شداستفاده yمتغیر پاسخ در بردار 
کد aaژنوتیپو با 1کد Aaژنوتیپ، با 2کد AAژنوتیپ

50(فرد 100تعداد جمعیت پایه به.اختصاص داده شد0
و اجازه داده شد تا براي هشبیه سازي شد) ماده50نر و 

در . ل به طور تصادفی در آن آمیزش صورت گیردنس50
ي و مادري هاي پدراین حالت به طور تصادفی از هاپلوتایپ

از . شداز آنها براي تولید نتاج استفاده گیري شده و نمونه
هر دو والد فقط دو فرزند ایجاد شد که در نتیجه اندازه 

فرد ثابت باقی 100نسل در تعداد 50جمعیت در طی 
ها اندازه موثر به عبارت دیگر در طی این نسل.ماند

ثابت بودن اندازه تحت شرایط . بود2100جمعیت
نشانگرها و بین LD3به ایجادآمیزش تصادفی،جمعیت

QTL اندازه جمعیت به 51در نسل . خواهد شدمنجر ها
این افراد هم اطلاعات کهفرد افزایش داده شد1000

نها آژنومیهاي اصلاحی و هم ارزشهژنوتیپی داشت
را تشکیل 4مرجعجمعیت این افراد که باشدمیمشخص 

. دادند
ایجاد 51از افراد نسل 56تا 52هاي در ادامه نسل

بوده اما ژنوتیپیشدند که این افراد داراي اطلاعات 
ها نسلدر واقع این . اطلاعات فنوتیپی نداشتند

هاي ارزشکهبودند را تشکیل داده 5ییدتأهايجمعیت
.شودبینی آنها باید پیشژنومیاصلاحی 

تجزیه و تحلیل اطلاعات
در جنگل تصادفیگوریتم یادگیردر این تحقیق از ال

براي) randomForest)15افزاري قالب بسته نرم
جنگل . استفاده شدژنومیهاي اصلاحیشبینی ارزپیش

nمعی از درختان که هر کدام با استفاده ازجاز تتصادفی 

اطلاعات ژنوتیپی و شامل از اطلاعات ورودي که نمونه
در مدل. دشواد میجاست ایمرجعجمعیتافرادفنوتیپی 
یا ییدبیند و بر جمعیت تأآموزش میمرجعجمعیت 

یکی از . شوداعمال می) انتخابيکاندیداحیوانات (کاندید
nو از این نمونه شودمیدرختهر گره از وارد هرنمونه

مورد بندي حیوانات تقسیمبرايSNPیک اطلاعات 
بر اساس حیوانات به طوري کهگیرداستفاده قرار می

دسته بندي انتخاب شدهSNPبراي خودیپیژنوتاطلاعات 
شود تا در هاي متوالی انجام میاین کار در گره.شوندمی

رسیم که در هاي پایانی میها و یا همان گرهنهایت به برگ
حیوانات (ها حداکثر یکنواختی وجود خواهد داشتآن

براي هاي مشابه داراي اطلاعات فنوتیپی با ژنوتیپ
SNPدر .)یابندهاي مختلف در یک گره پایانی تجمع می

براي یک مثال جنگل تصادفی بینی پیشجمعیت تأیید، 
فاقد اماxiحیوان داراي اطلاعات ژنوتیپی (ورودي جدید

از گیري، از طریق میانگین،)yiاطلاعات فنوتیپی 
Bشودمیو به صورت زیر انجام ،درخت  :

را نشان جنگلامین درخت در b، در رابطه فوق 
جنگل تصادفیروش بسیار مهم درايهپارامتر.دهدمی

تعداد درخت ، انتخاب شده در هر گره درختمتغیر تعداد 
هاي حداقل تعداد مشاهدات در گرهیا و حداقل اندازه

آنالیزها باید د که قبل از انجامنباشمیهایا برگپایانی
،تنظیم مدلبراي.ها تعیین شودمقدار مناسب آن

تعداد متغیر انتخاب شده در هر گره مختلفی از ترکیبات
آزمونهاي پایانیدرخت، تعداد درخت و حداقل اندازه گره

هاي پیوسته مقدار پیشنهاد شده در ارتباط با داده. شد
p/3برابر تتعداد متغیر انتخاب شده در هر گره درخبراي 

که در این تحقیق مقادیر برابر، ) استSNPتعداد p(است 
،بنابراین. مقدار در نظر گرفته شداین دو برابر و نصف 

تعداد متغیر براي پارامتر 6000و 1500،3000مقادیر 
و 1500، 1000مقادیر ،انتخاب شده در هر گره درخت

حداقل ي برا10و 5، 1و مقادیر تعداد درخت براي 2000
و میزان خطاي در نظر گرفته شدهاي پایانیاندازه گره

در .)1جدول (شدمحاسبه ترکیببراي هر خارج از کیسه

1- Quantitative Trait Loci 2- Effective Population Size (Ne) 3- Linkage Disequilibrium
4- Reference, Training 5- Test
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برخی اطلاعات،گیري با جایگزینی از اطلاعاتهر بار نمونه
)SNPشوند و برخی دیگر شاید گیري نمینمونههرگز )ها

هايدادهیبرخبه عبارت دیگر . گیري شوندچند بار نمونه
نمونه خارج از در اصطلاحهاورودي براي برخی درخت

ها خواهند بود یعنی در ایجاد برخی درخت1کیسه
یک اعتبارسنج عمل ها این داده. مشارکت نخواهد داشت

جی از که این اعتبارسنرا دارندداخلی براي هر درخت 
خود اگر .شودانجام میخطاي خارج از کیسهق برآوردطری
،بینی شونداز طریق درختان پیشخارج از کیسه هاي هداد

ها خطا وجود خواهد داشت و میانگین بینیبراي این پیش
کهشود نامیده میخطاي خارج از کیسه،این خطاها

میزان بر انتخاب نشدههاي ثیر نمونهمیزان تأدهنده نشان
.استجنگل تصادفی نتیجه نهایی خطاي 

بانیز بینی شده پیشومیژنهاي اصلاحی صحت ارزش
شاخص .شدهاي مختلف برآورد شده و با هم مقایسه مدل

بین پیرسونبستگیبینی عبارت بود از همصحت پیش
هاي بینی شده و ارزشپیشژنومیهاي اصلاحیارزش

).سازي شدهشبیه(واقعی ژنومیاصلاحی 

نتایج و بحث
تخاب تعداد متغیر انازمختلفترکیبات،1در جدول 

شده در هر گره درخت، تعداد درخت و حداقل اندازه 
مربوط به خطاي خارج از کیسه به همراه هاي پایانیگره

شود طور که مشاهده میهمان. هر ترکیب آورده شده است
تعداد متغیر انتخاب شده در هر گره درختترکیبی شامل 

حداقل اندازه و 1000برابر تعداد درخت، 6000برابر 
. استرا ایجاد کردهخطاحداقل5برابر هاي پایانی گره

تعداد متغیر انتخاب شده در براي ) 22(اوگوتو و همکاران 
هاي گرههر گره درخت، تعداد درخت و حداقل اندازه 

را منظور 1و 1000، 3000به ترتیب مقادیرپایانی 
را خطاي خارج از کیسهالبته این محققین مقدار.نمودند

سه ازمختلفترکیباتبا نالیزهاآکرده و با تکرار برآورد ن
هاي اصلاحی، مقدارو برآورد صحت ارزشمذکورپارامتر 

را از مدلی که حداکثر صحت پارامترهااینبهینه
در مطالعات . استخراج کردند،بینی را ایجاد کرده بودپیش

تعداد پارامترپیشنهاد شده است که مقدارپویش ژنومی
تعداد 1/0باید از تخاب شده در هر گره درختمتغیر ان

SNPباشد بیشتر)mtry>0.1p) (10 .( در مسایل
پیشنهاد شده برايمقدار ضررگرسیون مانند تحقیق حا

و در مسایل استp/3مقداري نزدیک به این پارامتر
البته زمانی ).5(بندي مقداري نزدیک به میزان کلاسه

کفایت p/3،است2پرتهاياوي دادهاطلاعات حکه 
چرا که تر در نظر گرفته شودقادیر بزرگمکند و باید ینم

اصلی هاي گرفته شده از اطلاعاتنمونهدر این حالت
ممکن است حاوي اطلاعات پرت زیادي باشند که این 

بینی کم هایی با دقت پیشاطلاعات پرت به ایجاد درخت
تعداد در حالت اخیر هر چه ،نبنابرای،)4(شوندمیمنجر 

تر باشد، نسبت بزرگمتغیر انتخاب شده در هر گره درخت
آنها ثیرشده و تأکمتردر نمونه گرفته شده هاي پرت داده
این مسأله خصوصاً زمانی که با کهخواهد شدکمترنیز 
در ضمن .هاي واقعی سر و کار داریم مشهودتر استداده

تأثیر دو پارامتر دیگر است و با مقدار این پارامتر تحت
تغییر پارامتراین تغییر در دو پارامتر دیگر مقدار بهینه 

) 22(براي مثال در مطالعه اوگوتو و همکاران .خواهد کرد
ر کنار بود اما این مقدار د3000برابر مقدار این پارامتر

اندازه حداقلبراي1و رخت براي تعداد د1000مقادیر 
.هاي پایانی انتخاب شده بودگره

تعداد درخت در جنگل معمولاً رابطه مستقیمی با 
دارد به ) هاSNPدر اینجا (3کنندهبینیتعداد متغیر پیش

لازم است تعداد درختان SNPنحوي که با افزایش تعداد 
تعداد برنامه براي مقدار پیش فرض . نیز افزایش یابد

ن مقدار براي اما ای،باشدمی500درخت در جنگل 
10000SNP کافی نیستبیشترو .

ها SNPبیشتربا افزایش تعداد درخت احتمال اینکه 
مشارکت کنند گیري شوند و در ارزیابی ژنومینمونه

را فرصتاین SNPیابد و به عبارت دیگر هر افزایش می
زمانی . گیري شودخواهد داشت که حداقل یک بار نمونه

500باشد این بدان معنی است که 500که تعداد درخت 
گرفته 10000SNPبار نمونه تصادفی با جایگزینی از 

باشد 1000که وقتی تعداد درخت در حالی. خواهد شد
ها SNPبار نمونه تصادفی با جایگزینی از مجموع 1000

به هر حال زمانی که اطلاعات شامل . گرفته خواهد شد
برنامه فرضر پیشباشد، نباید از مقداSNPچندین هزار 

استفاده شود و افزایش در تعداد استدرخت500که
درخت 500ممکن است تعداد البته. )4(درخت لازم است

درخت ایجاد کند اما قابلیت 2000یا 1000صحتی برابر 
بینی اطمینان این صحت کم خواهد بود و صحت پیش

حاصل شده ممکن است در آنالیزهاي بعدي به دست نیاید 
در ).4(به عبارت دیگر نتیجه تکرارپذیر نخواهد بود و

بینی همیشه با افزایش تعداد درخت صحت پیشضمن
تعداد ارامترهاي دیگر مانندپیابد چرا که افزایش نمی

متغیر انتخاب شده در هر گره درخت و حداقل اندازه 
بینی صحت پیشکننده بر اثر تعییننیز هاي پایانیگره

شود با مشاهده می1ونه که در جدول گهمان. دارند
نه 2000و سپس به 1500به 1000افزایش درخت از 

بینی نیز افزایش پیدا کرده بلکه صحت پیشخطاتنها 
1- Out Of Bag 2- Outliers 3- Predictor variable
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در این حالت زمان محاسبات نیز . کاهش پیدا کرده است
. یابدمیافزایش ) تا دو برابر(به طور محسوس 

5برابر انیهاي پایگرهحداقل اندازه مقدار مناسب 
درختان ،تر باشدهرچه مقدار این پارامتر بزرگ. تعیین شد

تري تولید خواهد شد و زمان محاسبات کاهش کوچک
اما نکته منفی این است که ممکن است برخی ،یابدمی

دو گروه ) هاSNPجا در این(بینی کننده متغیرهاي پیش
این حالت با فراوانی بالا و پایین داشته باشند و در ) آلل(

تعداد مشاهدات در گره براي آلل با فراوانی کم ممکن است 
SNPشده و در نتیجه کمتراز مقدار از پیش تعیین شده 

پیشنهاد . مشارکت داده نشودمورد نظر در ارزیابی ژنومی
ر مطالعات شده است که از مقادیر کوچک این پارامتر د

گونه که نهما). 4(استفاده شود بیوانفورماتیک و ژنومی
شود با ثابت نگه داشتن یک پارامتر مانند مشاهده می

تعداد متغیر انتخاب تعداد درخت، با تغییر در پارامترهاي 
هر هاي پایانیگرهشده در هر گره درخت و حداقل اندازه 

بینی و صحت پیشخطاي خارج از کیسه دو شاخص 
د نتیجه اخیر مؤی. کندتغییر میژنومیهاي اصلاحی ارزش

این مطلب است که یک رابطه داخلی بین پارامترها برقرار 
است و ترکیب بهینه از این پارامترها باید جستجو شود و 

.شودتجزیه و تحلیل اطلاعات استفاده براي
ژنومیهاي اصلاحی بستگی بین ارزشهم2در جدول 

واقعی ژنومیهاي اصلاحی بینی شده و ارزشپیش
56تا 52به حیوانات نسل مربوط) سازي شدهشبیه(
جا در این.آورده شده است) حیوانات فاقد مقادیر فنوتیپی(

ژنومیهاي اصلاحی بینی ارزشنیز حداکثر صحت پیش
تعداد متغیر انتخاب شده مربوط به ترکیبی از سه پارامتر 

هاي گرهدر هر گره درخت، تعداد درخت و حداقل اندازه 
ه ترتیب ب(اند ایجاد کردهرا خطااست که حداقل پایانی
بینی در در این مدل صحت پیش. )5و 1000، 6000

نوس و همکاران . استترهاي دیگر بالامقایسه با مدل
هاي با تجزیه و تحلیل برخی صفات در موش) 20(

،پذیري متفاوتآزمایشگاهی و براي صفات مختلف با وراثت
از طریقژنومیهاي اصلاحی بینی ارزشصحت پیش

گزارش 8/0تا 2/0را در دامنه جنگل تصادفیالگوریتم 
.نمودند

و حداقل اندازه) ntree(، تعداد درخت )mtry(ترکیبات مختلف از تعداد متغیر انتخاب شده در هر گره درخت - 1جدول 
هر ترکیبمربوط به ) OOB error(به همراه خطاي خارج از کیسه ) nodesize(هاي پایانی گره

ntree mtry nodesize OOB error

1000 1500 1 242/241
1000 1500 5 941/240
1000 1500 10 560/242
1000 3000 1 345/237
1000 3000 5 452/236
1000 3000 10 800/236
1000 6000 1 834/235
1000 6000 5 669/234
1000 6000 10 210/237
1500 1500 1 654/239
1500 1500 5 140/236
1500 1500 10 386/237
1500 3000 1 856/239
1500 3000 5 073/236
1500 3000 10 543/237
1500 6000 1 154/236
1500 6000 5 683/235
1500 6000 10 493/238
2000 15000 1 654/240
2000 1500 5 784/237
2000 1500 10 354/239
2000 3000 1 522/243
2000 3000 5 540/241
2000 3000 10 361/242
2000 6000 1 765/244
2000 6000 5 215/242
2000 6000 10 651/244
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هرچه از جمعیت مرجع دورتر شویم کاهش صحت 
ر است چرا قابل انتظاژنومیهاي اصلاحی بینی ارزشپیش

یید أکه با افزایش فاصله بین جمعیت رفرنس و جمعیت ت
خورد و نشانگرها به به هم میQTLو نشانگربین LDفاز 

). 9(را منعکس کنند QTLتوانند اثرات خوبی نمی
گزارش کردند که صحت ) 2(باستیانسن و همکاران 

ورد شده افراد برآژنومیهاي اصلاحی بینی ارزشپیش
ثیر فاصله از جمعیت تأیید قرار ت تأانتخاب تحکاندیداي

کاهش 10در نسل 07/0در نسل اول به 47/0گرفته و از 
و ) 1(عبداللهی و همکاران از سوينتایج مشابه . یابدمی

هاي در جمعیت. گزارش شده است) 3(بوستان و همکاران 
با گذشت زمان و افزایش LDحیوانات اهلی، تغییر در فاز 

جمعیت مرجع عمدتاً به دلایل نوترکیبی، انتخاب فاصله از
که کاهش در در صورتی). 25(نماید و مهاجرت بروز می

گیر باشد باید هاي اصلاحی چشمبینی ارزشصحت پیش
مجدداً جمعیت مرجع تشکیل شود و اثرات نشانگرها 

افزایش در اندازه جمعیت مرجع و ).18(برآورد شود 
برايبا تراکم بالاتر نیز گرنشانهاي استفاده از پنل

هاي اصلاحی بینی ارزشجلوگیري از کاهش صحت پیش
در نتیجه افزایش فاصله از جمعیت مرج با گذشت ژنومی

).25(اندزمان پیشنهاد شده
برايین تحقیق نشان داد که ابه طور کلی نتایج 

براي،در ارزیابی ژنومیجنگل تصادفیکاربرد الگوریتم 
تعداد متغیر ترکیب مناسبی از ابل اعتماد، نتایج قحصول 

انتخاب شده در هر گره درخت، تعداد درخت و حداقل 
ورد استفاده قرار گیرد چرا که مباید هاي پایانی گرهاندازه 

ترکیبات متفاوت از این پارامترها نتایج متفاوتی را ایجاد 
در این براي پارامترهاي فوقانتخاب شده مقادیر .کنندمی

بوده و در تحقیقات دیگر ضرق خاص تحقیق حاتحقی
تعداد افراد در (خصوصاً در صورتی که ساختار جمعیت

و معماري ...) جمعیت رفرنس، تعداد موثر جمعیت و 
متفاوت ) ...و QTLتعداد نشانگر،تعداد (ژنتیکی صفت 

باید براي جمعیت مورد نظر مقادیر مناسب آنها ،باشد
راي مثال در این تحقیق براي ب؛شودو انتخابجووجست

تعداد متغیر انتخاب شده در هر گره درخت مقدار پارامتر 
تحقیق که اگر دردر نظر گرفته شد، حال آن6000

توان به سازي شود نمیشبیه5000SNPدیگري اطلاعات 
است 6000مقدار استفاده شده در این تحقیق که برابر 

تعداد متغیر انتخاب راستناد شود چرا که اگر مقدار پارامت
باشد تجزیه بیشترها SNPشده در هر گره درخت از تعداد 

.شودها قابل انجام نخواهد بود و برنامه متوقف میو تحلیل

قدردانیتشکر و 
آقاي دکتر پیشنهادات ارزنده دوست گرانقدر جناب 

بسیار سازي ساختار جمعیتشبیهبرايرستم عبداللهی 
قدردانیکمالیله از زحمات ایشانبدین وس. راهگشا بود

.شودمی

ژنومیهاي اصلاحیارزش) بینی شده و واقعیپیشژنومیهاي اصلاحیبستگی بین ارزشهم(بینی صحت پیش- 2جدول 
56تا 52هاي هاي مختلف در حیوانات کاندیداي انتخاب مربوط به نسلی شده در مدلبینیشپ

ntree mtry nodesize G 52 G 53 G 54 G 55 G 56

1000 1500 5 573/0 487/0 426/0 407/0 400/0
1000 3000 5 554/0 507/0 431/0 414/0 395/0
1000 6000 5 597/0 536/0 450/0 434/0 418/0
1500 1500 5 544/0 522/0 418/0 386/0 381/0
1500 3000 5 566/0 515/0 439/0 410/0 414/0
1500 6000 5 534/0 509/0 417/0 395/0 379/0
2000 1500 5 577/0 525/0 431/0 386/0 371/0
2000 3000 5 571/0 520/0 427/0 421/0 417/0
2000 6000 5 579/0 513/0 424/0 393/0 386/0

G Gتا 52 هاي اصلاحی آنها بر اساس مدل به هستند و ارزشژنومیهاي اصلاحی باشند که حیوانات کاندیداي انتخاب فاقد ارزشمی56تا 52هاي نسل56
.آیددست آمده از جمعیت مرجع به دست می
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Tuning and Application of Random Forest Algorithm in Genomic Evaluation

Farhad Ghafouri Kesbi1, Ghodrat Rahimi Mianji2, Mahmoud Honarvar3

and Ardeshir Nejati Javaremi4

Abstract
One of the most important issues in genomic selection is using a decent method for estimating

marker effects and genomic evaluation. Recently, machine learning algorithms which are members
of non-parametric and non-linear methods have been extended to genomic evaluation. One of these
methods is Random Forest (RF) on which this research was focused. Important parameters in RF
algorithm are the number of SNPs selected randomly at each tree node (mtry), the number of trees
to grow` (ntree) and the minimum size of terminal nodes of trees (node size) which need to be pre-
defined before analyses and for them the model should be tuned. A genome comprised of five
chromosomes, one Morgan each, on which 10000 bi-allelic SNP were arrayed was simulated and
the efficiency of different combinations of mtry, ntree and node size was tested and the best
combination was selected based on comparison of accuracy of predicted genomic value as well as
OOB error estimates. For the simulated data in the current study the least OOB error as well as the
maximum prediction accuracy was related to a model with 6000 mtry, 1000 ntree and 5 node size.
Other combinations did not increase the accuracy of prediction while led to an increase in time of
analyses for those which used more trees. Since the accuracy of prediction is a function of mtry,
ntree and node size, in genomic evaluation, different combinations of these parameters should be
used and the combination which caused the maximum prediction accuracy should be used for
genomic evaluation.

Keywords: Genomic Breeding Value, Genomic Evaluation, Random Forest, Single
Nucleotide Marker, Tree
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